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ABSTRACT

Customer churn is a significant challenge for banks, as acquiring new customers is far more costly than retaining
existing ones. Retaining existing customers is essential for banks to ensure profitability and growth. This study focuses
on analyzing customer churn within the banking sector by developing an effective churn prediction model using
Multilayer Perceptron. The model aims to provide banks with insights to reduce churn, improve customer retention,
and optimize retention strategies. The dataset used includes 51,784 customer records (of a leading commercial bank
in Nigeria). Data preprocessing involved using Python libraries for label encoding and feature scaling. Performance
evaluation was carried out using a confusion matrix and the Area Under the Receiver Operating Characteristic Curve.
The results showed exceptional performance, with the model achieving 100% accuracy, precision, F-score, and recall.
Both the training and test data ROC curves reached a value of 1.0, confirming optimal model performance. The study
concludes that MLP are highly effective for building a reliable customer churn prediction model with impressive
accuracy. This model can assist banks in identifying at-risk customers. By leveraging such predictive insights, banks
can improve decision-making, reduce churn, ultimately boost customer retention and optimizing financial returns.
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LINTRODUCTION

According to Elena [1], Customer churn is a tendency
of customers to cancel their subscriptions to a service
they have been using and, hence Customer churn
occurs when a customer discontinues using that
service. The percentage of customers who leave within
a specified time frame is known as the customer churn
rate. The customer growth rate, which tracks new
clients, is the reverse to this. In addition to regular
churn, which is commonly occurring in all businesses,
there are other indicators that show that something has
gone wrong in the firm and has to be corrected.

The factors for Customer churn include inadequate or
poor-quality customer support, unfavorable customer
experiences, transitioning to a rival offering superior
terms or pricing tactics, client preferences altered,
long-term clients feel unsatisfied, the service failed to
fulfill customers’ anticipations, financial concerns,
safeguarding against fraud in customer payments. In
instances of customer churn due to inadequate service,
the firm's Reputation can be severely harmed due to
unfavorable feedback from dissatisfied former
customers on social platforms or evaluation sites.

T

The volume of data has been increasing quickly due
to technological advancements, making it the 21st
century's oil. However, oil is only valuable until it is
processed into fuel. Data mining is the process of
uncovering relevant and significant information that
is concealed in data using a variety of novel
approaches and  strategies.  Support  Vector
Machine  (SVM), Linear Regression, Genetic
Algorithm, Decision Tree, and Neural Network were
among the strategies and tactics [2]. Customer
churn, which is the loss of customers due to them
switching to competitors, is a major issue for
businesses. An organization can gain significant
knowledge into retaining and growing its client
base by anticipating  consumer  churning
behavior. Over the past few decades, a variety of
customer churn prediction models have been created.
Modern machine learning classifiers like logistic
regression, random forest, and linear regression are
used in most sophisticated models [3]. The ability of
the business to anticipate likely churners and react to
them promptly is crucial for retaining existing clients.
Organizations should identify possible churn
indicators, meet customer demands, and rebuild and
re-establish customer loyalty in order to reduce the
expenses associated with acquiring new clients [4].
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Almost everyone in a developed economy needs the
services of financial institutions on a regular basis, if
not more frequently. Financial organizations need to
acquire new clients while retaining existing ones since
customer retention is closely correlated with profit
margins. According to Business Week, organizations
can see a 140% gain in earnings by reducing the
customer defection rate by 5%, while Harvard
Business Review estimates a 25% to 85% boost in
profitability. Selective or customized marketing
techniques are currently taking the place of traditional
mass marketing strategies thanks to customer
relationship management (CRM) technologies [5].
These targeted marketing strategies entail determining
a portion of current clients who are most likely to
discontinue utilizing the business's goods or services
(churn). The past few years have seen a rise in the
study of consumer marketing and management
research on churn prediction, as it is anticipated that
existing customers' churn will lead to business losses
and a corresponding decrease in profit.

In the business and marketing sector, it is commonly
acknowledged that the cost of recruiting new clients is
roughly six to seven times higher than the cost of
keeping existing ones. The importance of client
retention tactics as a way to maximize resource
allocation and raise overall profitability is highlighted
by this industry insight. Reducing customer attrition
has a significant impact on financial institutions'
capacity to increase both their core competitiveness
and profits. Therefore, to take timely action to retain
consumers and prevent additional clients from
departing, financial institutions need to rapidly
improve their ability to predict customer turnover [6].
Developing a more precise and effective customer
churn prediction model is essential for efficient
customer churn control. Statistical and data mining
techniques have been utilized to construct churn
prediction models. The data mining techniques can be
used to discover interesting patterns or relationships in
the data and predict or classify the behavior by fitting
a model based on available data. In other words, it is
an interdisciplinary area with a general objective of
predicting outcomes and employing sophisticated data
processing algorithms to discover mainly hidden
patterns, associations, anomalies, and/or structure
from extensive data stored in data warehouses or other
information repositories [7].

Artificial Neural Network also called Neural Network
(NN) is a complex network that comprises a large set
of simple nodes known as neural cells. Artificial
Neural Networks (ANN) are algorithms based on brain
function and are used to model complicated patterns

and forecast issues. The Artificial Neural Network
(ANN) is a deep learning method that arose from the
concept of the human brain Biological Neural
Networks. Artificial Neural Network was proposed
based on advanced biology research concerning
human brain tissue and neural system and can be used
to simulate neural activities of information processing
in the human brain [8]. Artificial Neural Network have
been used in finance for portfolio management, credit
rating and predicting bankruptcy, forecasting
exchange rates, predicting stock values, inflation and
cash forecasting.

IILAIM AND OBJECTIVES OF THE WORK

The primary aim of this study is to predict accurate
customer churn in the banking sector using multilayer
perceptron. The specific objectives are:

a) To prepare relevant dataset with categorization
and prediction model-related features.

b) To develop a prediction model for customer
turnover using Multilayer Perceptron Artificial
Neural Network.

¢) To evaluate the accuracy, precision, recall, f-score
and AUROC of the proposed customer churn
prediction model using performance measures.

III.REVIEWS OF RELATED LITERATURES

In the global context, various works have been done in
the area of customer churn prediction for numerous
industries. Due to its importance in numerous
industries, churn prediction has been one of the key
topics of interest for data mining researchers. In order
to predict churning, customers as well as the causes of
churn, numerous approaches had been made. Because
those details can help businesses in lowering customer
churn.

Customer Churn analytics and management services
help organizations identify key churn drivers to
develop churn prevention strategies to improve
customer retention, loyalty and Life time value [9].
According to [9], identifying these key (churn) drivers
helps organizations design churn strategies to enhance
customer loyalty by developing a customer focused
churn management, retention and revival strategy.
Market Equations -A Research & Analytics
Outsourcing Company [9] analyzed churn on a large
automobile company in United States. From the They
have come up with a neural network-based approach
for churn prediction. The expectation of the analysis
was to identify the customer segments with diminished
level of satisfaction with the company’s product. They
have come up with three main steps in detecting churn.
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Churn Trend Analysis: Aim was to understand trends
in customer data, churn Profiling: Was to identify
segments which are more prone to defect, churn
Scoring and Segmentation: Assign each segment a
churn score and with the use of a predictive model,
find the most prone defectors.

With the analysis of data, Market equations tried to
identify the factors for churn and reasons for a
customer to leave or stay with a particular service
provider and to find any demographic patterns or
trends in customers.

Sandeepkumar & Mundada [10], have considered
multilayered neural network which is also known as
Deep Feed Forward Neural Network (DFNN) to
perform predictive analytics on customer attrition in
the banking sector. The dataset was collected from the
UCI machine learning archive which has total 10,000
customer data with 14 dimensions of features. The
model use optimized one hot encoding and Tukey
outliers’ algorithms to perform data cleaning and
preprocessing. The model was compared with the
machine learning algorithms such as Logistic
regression, Decision tree and Gaussian Naive Bayes
algorithm. The results show that Enhanced Deep Feed
Forward Neural Network (DFNN) model performs
best in accuracy when compared with other machine
learning algorithms.

Tariq et al, [11], Lalwani et al [12] and Garimella et al
[13] have used the same dataset to predict the churn of
telecom customers. Tariq et al, [11] used CNN, and
Garimella et al [13] used Deep CNN. In contrast,
Lalwani et al [12] used several machine learning
techniques such as AdaBoost, Support Vector
Machine (SVM), Logistic Regression (LR), Naive
Bayes (NB), Random Forest (RF), Decision Trees
(DT), and XGBoost. These researchers used
Confusion Matrix outputs accuracy, Area Under the
Curve (AUC), and loss margin. Garimella et al [13]
used the maximum dice coefficient and the Jaccard
coefficient as performance indicators along with its
accuracy. Tariq et al, [11] and Garimella et al [13] did
not compare their models with any other model; they
only presented the performance results. On the other
hand, Lalwani et al [12], compared all the machine
learning techniques and found AdaBoost had the best
AUC and accuracy.

Cenggoro et al [14] did not compare the suggested
model with any other model and instead used a Vector
Embedding Model for loss estimation for a telecom
dataset of 3333 consumers. They only provided the
suggested model's accuracy and Fl-score, which
shows that the model does a good job of differentiating
between churning and non-churning clients. Various
machine learning models, including logistic regression
(LR), decision tree (DT), k-nearest neighbor (KNN),
random forest (RF), were used in this study to estimate

the likelihood that a client will leave. Performance
measures including memory, accuracy, and others are
compared [15].

Rosa [16] put forth a brand-new approach for
measuring and forecasting client attrition in the
banking sector that made use of artificial neural
networks. From January 2017 to December 2017, data
on 1588 customers were retrieved using SAS Base
from the bank's data warehouse. The research ignored
other machine learning techniques like Decision
Trees, Logistic Regression, or Support Vector
Machines in favor of constructing neural networks
alone.

Elyusufi and AitKbir[17] have analyzed several
specific machine learning models that had been put
forth in the literature to address this issue and
contrasted them with some recently developed models
that are based on ensemble learning techniques. As a
result, they developed predictive churn strategies that
analyzed customer history data, determined who was
active after a specific period, and then developed
models that pinpointed the points at which a client
might stop using a certain firm service. When
completing the training step with traditional models
like multi-layer perception neural networks, ensemble
learning methods were also employed to locate
pertinent features to reduce their quantity. The
proposed methodologies could obtain accuracy levels
of up to 89% when other research studies using the
same dataset only manage to reach 86%. According to
this study, the SVM model has an accuracy rating of
86.18%, which is rather good. A high accuracy for a
particular model would mean that the model can
predict the choice that a client can make (leave the
bank/remain with the bank).

Muneer et al [18] have created a strategy for predicting
client attrition using the three intelligence models
random forest, adaboost, and support vector machine
(SVM). The method yields the best results when the
Synthetic ~ Minority  Oversampling  Technique
(SMOTE) is employed to address the unbalanced
dataset and the combination of under sampling and
oversampling. On SMOTED data, the method
produced excellent results, with a 91.90% F1 score
and an overall accuracy of 88.7% when using RF.
Additionally, the results of the experiment showed that
RF delivered successful results for all feature-selected
datasets. SMOTE was used in this investigation to
lessen the discrepancy in sample sizes. This increases
the accuracy of the forecasted results as well.
Surviving in the fiercely competitive
telecommunication industry while retaining loyal
customers has necessitated the prediction of potential
churn customers using predictive modeling
techniques. Efficient predictive models play a vital
role in identifying loyal customers.
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Allocating resources for the retention of these
customers can stem the outflow of dissatisfied
consumers considering switching companies. Their
study introduced an artificial neural network (ANN)
approach to predict customers who are likely to switch
to other operators. The model utilized various
attributes, including demographic data, billing
information, and wusage patterns from telecom
companies' datasets. Unlike other prediction methods,
the results achieved using the ANN-based approach
displayed an accuracy of 79% in predicting telecom
churn in Pakistan. This accuracy underscores the
ANN's effectiveness in pinpointing churn factors,
enabling proactive measures to eliminate the root
causes of churn [19].

Churn prediction based on Artificial Neural Networks
(ANNs) have been successful, however, they are
affected by the noise or outliers present in such
datasets. The effect of such noise, and number of
training samples on churn prediction was investigated.
Two filters were applied to the data, the Genetic
Algorithm (GA) and K-means filter. The filtered data
were used to train an ANN model and tested with a
30% unfiltered data. The performance shows that the
training performance improved when noise was
filtered while the testing performance was affected by
the unbalanced data caused by filtering [20].
Research by Nguyen et al [21] has investigated the
impact of customer segmentation on customer churn
prediction accuracy in the banking sector using
various machine learning models. Their study employs
k- means clustering for segmentation and models like
k-nearest neighbors, logistic regression, decision tree,
random forest, and support vector machine. Results
indicate strong performance with the random forest
model achieving 97% accuracy, and after
segmentation, mean accuracy is notable. Logistic
regression exhibits the lowest accuracy (87.27%),
while random forest excels (97.25%). The study
highlights that customer segmentation's impact varies
based on the dataset and selected models, providing
practical applications across industries.

Customer Churn (CC) is a major issue and important
concern for large organizations and businesses alike.
Telecom industries are attempting to improve methods
to predict possible customer churn due to the
immediate impact on revenue, particularly in the
telecom sector [22]. Rajendran et al [22] have
discussed the various ML algorithms used to construct
the churn model that helps telecom operators to predict
customers who are likely to churn. They compared
their experimental results to predict the best model
among various techniques. As a result, the use of the
Random Forest combined with SMOTE-ENN

outperforms best result than others in terms of F1-
score. According to their analysis, the maximum
prediction was 95 percent based on F1-score.

Amuda and Adeyemo [23] have created a predictive
model based on artificial neural networks to foresee
customer churn in financial organizations. Their
model sought to do away with manual feature
engineering, in contrast to more conventional
classifiers like Logistic Regression and Decision Trees.
They used Python to build a multi-layer perceptron
model using data from a Nigerian financial
organization that had fifty thousand customers. To
prevent overfitting, they used Dropout and L2
regularization. Python's performance was equivalent
when compared to Neuro Solution Infinity program.
With ROC curve graphs at 0.89 and 0.85, respectively,
the attained accuracy rates were 97.53% and 97.4%
[23].

In a study by Adebiyi et al [24] on customer churn in
the Nigerian mobile telecommunications sector, churn
and retention rates were modeled and predicted using
Markov chains. According to the findings, MTN had
the highest retention rate (86.11%), followed by
Etisalat (67.5%), GLO (70.51%), and Airtel (67%). An
optimized weighted soft voting ensemble model was
created for the suggested churn prediction system to
identify potential churn consumers in the high-churn-
rate telecom industry [25]. To improve input data
quality and deal with imbalanced data challenges, the
framework incorporates procedures like exploration
data analysis, data preprocessing, feature engineering,
and data sampling. In a real-world database
examination, the ensemble weights were optimized
using Powell's optimization algorithm, yielding an
accuracy score of 84% and an F1 score of 83.42% [25].
Comparative  analysis  demonstrated  superior
prediction accuracy compared to existing customer
churn prediction systems, encompassing both machine
learning and deep learning models.

V.METHODOLOGY

To anticipate customer turnover and do away with the
manual feature engineering procedure during the data
pretreatment stage, this research created a predictive
model employing the Multilayer Perceptron
architecture; Predict potential churners and non-
churners using the model. The study also aims to
enhance customer retention strategies within the
banking industry. By accurately predicting potential
churners through the ANN model, the study aims to
provide actionable insights that empower banks to
implement proactive retention strategies, thereby
reducing customer attrition.
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4.1Method of Data Collection used contains fifty-one thousand seven hundred and
eighty-four (51,784) bank customers’ data with
several attributes. Some of these attributes are shown
in table 1.

Data from one of the commercial banks in Nigeria was
used. Secondary method of data collection was used to
collect the data from the bank’s database. The dataset

Table 1: Attributes of the dataset collected

Features Description
Gender The gender of the customer either Male or Female
Age The age of the customer
Marital_status This stand for the marital status of the customer group in the following ways:
Single, Married, Divorced
Branch-code The branch code of the financial institution
Region The region where the financial institution is situated
Branch The branch of the financial institution
Closing_Balance The amount remaining in the customer’s account
Opening_Balance The amount in the customer’s account at the start of the account
Credit The money deposited into a customer’s account or an increase in their available
Balance
Debit The money withdrawn or spent by a customer from their account
Account_type Whether the customer’s account type is Saving, current etc
Customer_Status Whether the customer is active or not
4.2Proposed System Architecture 5. To create output, start at the input layer by sending
The Multilayer Perceptron (MLP) Proposed Model is train data patterns through the network.
shown in Figure 1. Figure 1 shows the steps for the 6. To reduc.e the error rate, ‘compute the network
MLP model. which are: output using the cost function.
’ 7. Update the model by determining the derivative
1. Getting client data, including transaction history, for each weight in the network.
out of a bank database. 8. To get the expected class label, compute the
2. Data pre-processing to remove noise and network output and apply the threshold function.
transform numerical data from categorical data. 9. A model evaluation.
3. Feature scaling and data normalization
4. Data separation (validation, test, and training sets)
iff:]n‘llﬁ:i Model
“alidation Design
Data
T v
Date Visualization Da}_;la:%j:i:w > ng'\;g Txo;ﬂg
Data Transformation l l
Tt

Fig.1.Proposed Model of Multilayer Perceptron
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The proposed system layout is shown in Figure 1. A
dataset listing the bank's clients' active and inactive
statuses will be created using the customer data that
has been entered into the proposed architecture. The
proposed model was validated using the dataset of
bank customers. There are several stages to the
proposed architecture. Data visualization and
cleansing are accomplished using preprocessing
procedures. Data division: 25 percent of the entire
dataset was utilized for testing and validating the
model's performance, while 75 percent was used for
training the model. The output for customer prediction
is obtained by combining the train model with the test
dataset after it was developed through classification
using supervised machine learning, such as a
multilayer perceptron. Finally, the customer prediction
model determines whether the customer will churn.

4.3Data Preparation

In order for the raw data to be fed into the modeling
algorithm and produce the model, it was converted
into a final dataset during the data preparation step.
Data cleaning, outlier removal, missing value removal,
data transformation, and data exploration utilizing
Python programming language libraries were among
the many tasks completed during this period to save
computation time and standardize the data.

Handling Missing Values

The dataset used contains fifty-one thousand, seven
hundred and eighty-four (51,784) bank customers,

missing values were like 5%, and these missing values
were removed amounting to the data of two thousand,
seven hundred and twenty-six (2726) bank customers.

Normalizing Data

Bringing values into line with a single scale is the aim
of normalization. Every numerical column's skew and
kurtosis were measured; if the values were outside the
range of +/-2, the variable was considered to have
skewed data. To normalize these attributes, the sklearn
MinMaxScaler() method was used.

Feature Selection

The dataset is subjected to feature selection due to its
vast number of dependent variables. Feature selection
is used to identify relevant features for the model's
creation. The Correlation Matrix with Heatmap
technique was used to pick features for this
investigation. A correlation was discovered between
the independent and dependent variables as well as
between the dependent variables themselves. The
degree to which one variable is dependent upon
another was quantified using correlation. If the
correlation is greater than the 0.5 criterion, the
variables will not be used because this might affect the
accuracy of the model [26]. The degree of relationship
with interpretation is displayed in the table below.

Table 2: Correlation Table [26]

Size of Correlation | Interpretation

90t0 1.00 (-90to -1.00) Very high positive (negative) correlation

70t0.90 (~70t0-.90) 'Highpositive (negative) correlation

30t0.50 (-30t0-.50) | Low positive (negative) correlation

-
50t0.70 (-50t0 -70) _ Moderate positive (negative) correlation
-
(

00t0.30(.00t0-.30) | negligible correlation

Feature selection was applied to the dataset. The
feature selection was used to find relevant features for
the model construction. Feature selection improves the
accuracy of the model. It trains the model faster and
reduced the complexity of the model.

Encoding

Both continuous and categorical variables are present
in the dataset. Only numerical input is accepted by a
small number of machine learning algorithms, such as
Multilayer Perceptron (MLP) of artificial Neural
Networks. For this reason, label encoding was used to
transform the category data into numerical data input
using label encoding.
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Multilayer Perceptron

Finally, the Multilayer Perceptron was evaluated.
Multilayer Perceptron is a nonlinear predictive model
which is learned through training and the structure is
like a biological neural network. Neuron acts as the
basic building blocks of the network. The output
depends on the activation function of the neuron. Here
in this research relu activation function was used
based on previous research. The relu (Rectified
Linear Unit) activation function was computationally
less expensive. It takes input and then each input is
multiplied by a weight. Then all the weighted inputs
were summed up together with a bias. Finally, the sum
was passed through an activation function. The most
common activation function used for Neural Network
was ‘Sigmoid’ function. This function is useful for
binary classification as it outputs in the range of 0 and 1
[27].
V. RESULTS AND DISCUSSION

In this section, the results of the experiment for the
churn prediction of customers is presented and
discussed. This section also assessed the performance
of the machine learning methodology of Multilayer
Perceptron evaluated against different measures.

CUST_STATUS

(@)

Exploratory Data Analysis

Exploratory data analysis (EDA) is used by data
scientists to analyze and investigate data sets and
summarize their main characteristics, often employing
data visualization methods. It helps determine best to
manipulate data sources to get the answers you need,
making it easier for data scientists to discover
patterns, spot anomalies, test a hypothesis, or
check assumptions, this is done after the data
preprocessing stage. Also, report and insight is gotten
from the data after exploratory data analysis (EDA)
stage [28].

The Customers Distribution

(a) Customer Status and age distribution of non-
churner (Active) and churner (Not Active) customers
in our dataset is quite balance which is shown in figure
2 (a), figure 2 (b) shows the distribution of non-
churner (Active) and churner (Not Active) customers
in our dataset, in the figure, the number of customer
that are likely to leave (churn) the bank and the once
that are likely to stay (Non-Churn) is the same.

80

o

AGE
= &

&

-

Not actrve Atve
QUST_STATUS

®

Figure-2 (a) Non-churner (Active) and churner (Not Active) Customer’s Distribution (b) Non-churner (Active) and

Churner (Not Active) Customer’s Distribution Based on Age.

(b) Gender and Marital Status

In the dataset, both male and female customers have
equal chances of churning as shown in figure 3(a), but
in terms of loyalty, male customers are more loyal to

the bank based on the dataset as indicated in figure 3(a).

Figure 3(b), shows the total number of both male and
female customers, in the figure, the percentage of male
customers is 51.16% which is about twenty six

ey
ec

thousand four hundred and eighty (26480) customers
and the percentage of female customers is 48.84%
which is about twenty five thousand two hundred and
seventy nine (25279) customers, that shows that male
customers are more than female customers in the bank.
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Figure 3.(a) Non-churner (Active) and Churner (Not Active) Customer’s Distribution based on Gender. (b) Gender of the
Customer’s Distribution.

Correlation Analysis
Correlation analysis, also known as bivariate, is
primarily concerned with finding out whether a
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relationship exists between variables and then
determining the magnitude and action of that
relationship [29].
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Figure 4: Correlation heatmap of the variables

Correlation Analysis of the data was done to analyze
the correlation between the independent and
dependent variable and to identify multicollinearity
between the independent features. The ‘Spearman’
correlation method was used to identify correlation as
the dissertation consists of both continuous and
categorical variables. The correlation heatmap was
generated as shown in the below figure and also the
correlation matrix listed in Figure 4.

Teen”

Implementation

The implementation was carried out in Python and the
result is presented in Figure 5, Figure 6 and Figure 7.
It can be seen that training loss was decreasing while
training accuracy was increasing and the validation
loss was decreasing while validation accuracy was
increasing. These show that the model was neither
overfitting nor underfitting.
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—

=v Epoch 1/1e@

1214/1214 9s 6ms/step - accuracy: .9885 - loss: 0.8393 - val_accuracy: 1.0000 - val_loss: 2,9853e-€7
Epoch 2/100

1214/1214 9s Sms/step - accuracy: 1.0000 - loss: 2.985%e-06 - val_accuracy: 1.2002 - val_loss: 1,5572e-11
Epoch /100

1214/1214 8s ems/step - accuracy: 1,0000 - loss: 7.9328e-08 - val_accuracy: 1.0002 - val_loss: 1,27882-11
Epoch 4/100

1214/1218 65 Sms/step - accuracy: 1.0000 - 1oss: 2,9997e-08 - val_accuracy: 1.8000 - val_loss: 1.000se-11
Epoch 5/100

1214/1214 10s Sms/step - accuracy: 1.0000 - loss: 1.47872-@8 - val_accuracy: 1.0009 - val_loss: 8.7275e-12
Epoch 6/100

1214/1214 11s Sas/step - accuracy: 1.020@ - loss: 1.5319¢-88 - val_accuracy: 1.0099 - val_loss: 6.9236e-12
epoch 7/108

1214/1214 115 éms/step - accuracy: 1,000 - loss: 7.2922e-88 - val_accuracy: 1.0000 - val_loss: 4.8541e-12
Epoch §/100

1214/1214 6s Sms/step - accuracy: 1,0000 - loss: 7.56488-89 - val_accuracy: 1.0009 - val_loss: 2,9429e-12
Epoch 9/100

1214/1214 8s ems/step - accuracy: 1.0000 - loss: 5.1100e-89 - val_accuracy: 1.6002 - val_loss: 1,6274e-12
Epoch 10/109

1214/1214 8s Sms/step - accuracy: 1,092 - 10ss: 1.06242-08 - val_accuracy: 1.2002 - val_loss: 3,3081e-13
Epoch 11/109

1214/1214 10s Sas/step - accuracy: 1.0000 - loss: 1.1849¢-88 - val_accuracy: 1.0009 - val_loss: 1,3075e-13
Epoch 12/109

1214/1214 7s ems/step - accuracy: 1,090 - loss: 1.@311e-89 - val_accuracy: 1.2009 - val_loss: 6.034e-14
Epoch 13/109

1214/1214 6s Sms/step - accuracy: 1.0000 - loss: 7.7890e-10 - val_accuracy: 1.0000 - val_loss: 1.4467e-14
Epoch 14/100

1214/1214 125 éms/step - accuracy: 1.9900 - loss: £,2237e-18 - val_accuracy: 1.0029 - val_loss: 8.60668-15
Epoch 15/109

1214/1214 65 Sms/step - accuracy: 1.0000 - 10ss: 8.1144e-10 - val_accuracy: 1.e002 - val_loss: 3.5907e-15
Epoch 16/109

1214/1214 7s éms/step - accuracy: 1.0000 - loss: 5.257%-10 - val_accuracy: 1.8009 - val_loss: 2.7033e-15
Epoch 17/109

1214/1214 65 Sms/step - accuracy: 1,800 - 10ss: 2.4698e-10 - val_accuracy: 1.680@ - val_loss: 1.113%e-15
Epoch 18/102

1214/1214 10s Sms/step - accuracy: 1.800@ - loss: 9.7922e-11 - val_accuracy: 1,000 - val_loss: §.0852e-16
Epoch 19/109

1214/1214 11s Sms/step - accuracy: 1.8000 - loss: 1.3611e-18 - val_accuracy: 1,000 - val_loss: 3.9446e-16
Epoch 20/102

1218/1218 115 ems/step - accuracy: 1.0000 - loss: 4.7661e-11 - val_accuracy: 1,8000 - val_loss: 3.8705e-16
Epoch 21/109

1214/1214 6s Sms/step - accuracy: 1.8000 - loss: 5.2947e-11 - val_accuracy: 1.620@ - val_loss: 2,8663e-16

Epoch 21: early stopping

Figure 5: Learning Process
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Figure 6: Training Accuracy and Validation Accuracy

Graph Figure 7: Training Loss and Validation Loss Graph
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Model Performance Evaluation

Based on a set of test data for which the true values
were known, the confusion matrix was used to
describe the performance of the Multilayer Perceptron
classifier. Using it, you can visualize the model's
performance. The confusion matrix table summarized
the model's predictions. By class Churn (Not Active)
and Non Churn (Active), the numbers of correctly
classified and incorrectly classified (misclassified)
items were summarized with count values.
Performance evaluation is about providing insight not
only into the errors made by a model, but also into the
types of errors.

The other metric AUC is a measurement of the entire
area under the Receiver Operating Characteristic
(ROC) curve, and it is one of the metrics used to
evaluate model performance, together with the ROC
curve [30]. The AUC value ranges from 0 to 1, with a
value near 1 indicating a more accurate model. The
distributions of TN and TP do not intersect when the
area under the ROC curve is large, indicating that the
classes have been successfully separated [31].

Confusion Matrix - Multilayer Perceptron Artificial Neural Network

Actual
Not Churned

Churned

Not Churned Churned
Predicted

Figure 8: Confusion Matrix for the Model

Model loss
—— Train

0.08 Test

0.06
0
w0
2004

002

0 UO e — —

0 2 4 6 8 10 12
epoch

Figure 9: Area under the Receiver Operating Characteristic
Curve (AUROC)

Figure 8 shows the confusion matrix of the Multilayer
Perceptron Artificial Neural Networks model which
clearly depicts the correct and incorrect counts of both
churn (Not Active) and non-churn (Active). Here the
correctly predicted churners and non-churners count
5,989 and 6,985 respectively. No Non-Churners who
are wrongly predicted as churners and also no churners
who are wrongly predicted as non-churners.

As depicted in Figure 9, both the train and test data
ROC curve values reached 1.0, indicating optimal
model performance. To mitigate over fitting, under
fitting, and network complexity, dropout was
implemented in the network, streamlining its
functionality to a minimal level.

Comparison between the proposed model with
some selected state-of-the-art models

The accuracy, precision, recall, and F1-Score metrics
and Receiver Operating Characteristic (ROC) were
used as a basis for the comparison between the
proposed approach (model) with selected state-of-the-
art models. Table 3 depicts the performances obtained.

Table 3: Models comparison

Architecture Accuracy Precision | Recall F1-Score | ROC

0, 0, 0, 0
ANNs (Amuda & Adeyemo, 97.53% 99.8% 98.8% 89.0%
2019)

98.78% 51.28% 99.78% Not

ANNSs (Rosa, 2019) Provided
Multi-layer Perceptron artificial- 100% 100% 100% 100%
Neural Network (our Model)
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VIL.CONCLUSION

The objective of this study was to predict customers
churn using data obtained from a Nigerian financial
institution. Three sets of data, a training set, a test set,
and a validation set were created by extracting the data
from the bank database. The dataset was split up as
follows: 75% were employed for training, 25% was
used for testing and validating the model. EDA was
used, and the text (categoricaal) data was converted
into numerical data after 5 percent of the missing
values were removed during data pre-processing.
Additionally, feature scaling was used to lengthen the
algorithm's computation time.
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